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We  argue  that  many  strategic  interactions  are  chosen  by,  rather  than  imposed  upon,  agents.
The endogeneity  of  the implicit  game  substantially  alters  the  incentive  structure  faced
by agents.  If  agents  can  refuse  to play  a  game  and  instead  seek  a different  partner,  then
it  becomes  in  their interest  to be the  sort  of  player  with  whom  a high  quality  partner
will  agree  to  play.  Formally,  we  explore  games  which  are  endogenous  in  the  sense  that
players  first  choose  to  learn  a specific  set of  strategies  to  play with  future  partners,  and
then enter  a matching  process  to  find  a  suitable  partner.  We  find  that  in coordination  games,
the only  equilibria  involve  all agents  learning  the  exact  same  single  strategy  and  playing
this with  the  first  partner  they  meet.  Applying  this  to culture  and  language,  our results
imply  that  if  there  are  benefits  from  interacting  with  similar  agents  then  there  is a strong
bias  towards  assimilation  and  the  emergence  of  a single  culture  (that  is,  all agents  use the
endogenous  game  structure  to learn  or  adopt  only  a  single  common  culture  or language).
This result  can  be  overturned,  however,  by  such  factors  as  heritage,  cultural  affinities,  caste,
and  government  policies.  Finally,  we  show  that  if agents  benefit  from  interacting  with
agents  dissimilar  from  themselves  (we  call  this  a “discoordination  game”),  not  only  will
different  cultures  coexist,  but  also  there  must  necessarily  arise  a class  of  “cultural  market
makers” who  specialize  in  bridging  the  cultural  divide.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

In a typical coordination game, two players must simultaneously choose from identical action sets without prior commu-
nication. If the players happen to choose the same action, they both get large payoffs. If they choose different actions, they
both get low payoffs. Coordination games have multiple equilibria, and as such, are useful in exploring equilibrium selection
issues. Since all of these equilibria require identical behavior by all agents, this, in turn, informs questions about how seemly
arbitrary social norms are established and persist. Equilibrium selection is commonly approached through experiments to
study how actual subjects solve the problem, or through evolutionary games to study how a population evolves through
time to arrive at one of the potential equilibria.
In this paper, we take a step back. We  ask if the structure of the games used in these experimental and evolutionary
treatments of coordination games agrees with the institutions agents experience in the real world. We  use a new approach
called “endogenous games” first developed in Conley and Neilson (2008) and explore the implications for equilibrium
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utcomes, and especially the possibility that multiple social norms might be able to coexist in an integrated society instead
f one culture always assimilating into the other.

In a typical evolutionary approach, members of a large population are randomly matched to play the coordination game.1

ach member has exactly one action available which may  or may  not be a best response to the action played by the partner
ith whom he is matched. Agents who are fortunate enough to match with a similar partner gain higher payoffs than those
ho do not, and types with higher expected payoffs gain larger population shares in the next period. The evolutionary

quilibrium is the long-run, steady-state distribution of types that emerges from this process.
Much of the interest in the various evolutionary approaches to coordination and other games arises from the specific

echanisms that match partners and how those mechanisms mimic  real world societies.2 Note that a maintained assumption
n all of these matching protocols is that they are “forced” in that two  randomly-matched agents must play the game against
ach other once the pairing occurs. None of the protocols allows agents to choose their own  partners. We  argue that this
s very much at variance with many real world situations and that individuals often choose the set of agents with whom
hey interact. For example deciding to work with someone, joining a church or social organization or choosing to marry
omeone is typically a voluntary, strategic decision that logically precedes playing the resulting game between the agents
n the group that eventually coalesces from this process. Bargaining games as discussed in Rubinstein and Wolinsky (1985)
re an example of this type of interaction that has been well studied in the literature.

Since agents would have to be aware that groups form endogenously, we would expect that they would respond to
mplicit incentives that result. More specifically, since agents want to match with a partner who is “good” in the sense that
he payoff received from playing the game together are high. However, good partners are in demand and can accept or
eject an offered pairing. Thus, agents who know they will play an endogenously formed game have an incentive to make
hemselves attractive to good partners. Suppose, for example, I am seeking a business partner. In the abstract, I could choose
o work honestly or try to cheat my  partner as much as possible. Both are strategies that are physically available to all agents.
owever, if I could somehow exclude “cheat my partner” from my personal set of available strategies, then I could attract

 similar partner in the choosing phase. Since two  honest partners make more profit than two  cheating partners, all would
enefit from this exclusion. Thus, in a formal sense, we suggest that agents consider the whole set of strategies available to
hem in the game, but then learn to employ only a subset of these with a view to attracting a better partner.

In the real world, agents limit their strategy spaces and signal potential partners of these limits in a variety of ways.3

he most obvious is learning. Many types of strategies are unavailable to agents unless they have taken the time to learn
hem. One cannot speak French without learning it at some point. One cannot follow Japanese cultural norms without being
mmersed in Japanese culture for some time. It is difficult to embezzle without first gaining a knowledge of accounting, and
t is difficult to cheat on one’s wife without knowing how to charm women. Alternatively, it may  be that agents have ethical
odes that prevent them from employing certain strategies, and these ethical codes can be signaled through a religious
ffiliation or lifestyle. When an agent can credibly signal the boundaries of his strategy set, he is more likely to match with
ther agents who have the same boundaries.4

In this paper, we look at the coordination game in a new way  that allows for these two types of endogenous choices on
he part of participants. Specifically, in period 0 (which we refer to as the pregame) agents choose a subset of all physically
vailable actions as the only ones that they wish to have available to use when they eventually are matched with a partner.
e refer to the subset of the action space chosen by an agent as his list.5 In period 1, agents are randomly matched with a

otential partner. Members of matched pairs do not know the full set of lists chosen by the population, but they do observe
ach others’ lists and so decide on the basis of those observations whether to play or pass. If they both elect to play, they
hoose actions from their respective lists, collect their payoffs, and leave the game.6 They are then replaced in the population

y players of the same “type,” that is, with the same list (which is similar to the evolutionary approach). If, on the other hand,
t least one member of the matched pair elects to pass, they both pay a waiting cost and are randomly rematched in the

1 See, for example, the pioneering papers of Kandori et al. (1993) and Young (1993).
2 See, for example, Ellison (1993) and Morris (2000). Sugden (1995), Oechssler (1997), Ely (2002), and Bhaskar and Vega-Redondo (2004) show how
anipulating the matching protocol can lead to the coexistence of different norms or conventions.
3 Spier (1992) takes a traditional signaling approach in a matching market. In her model agents have two  types, good and bad, and in the separating

quilibrium good types select less-complete contracts than good types in order to signal their types to their partners. For example, if marriage partners
ome  in stable and unstable types, the stable types would not ask for a prenuptial agreement in order to signal their stability, while an unstable type would
sk  for such an agreement. In Spier’s approach the agents signal their types by taking specific actions. In contrast, in our approach agents restrict their
ction  spaces to signal their resulting types.
4 These limited strategy sets may  also be considered internal moral constraints as described by Stringham (2011).
5 Calabuig and Olcina (2009) also allow for a kind of “type” choice in the coordination game. In their model agents live for two overlapping generations,

nd  parents choose what preferences to teach to their children.
6 Ghosh and Ray (1996) and Rob and Yang (2010) consider the opposite type of player choice, where players are first matched randomly but can choose

o  terminate relationships. In their papers the presence of myopic agents allows others to enforce cooperation through the threat of termination. Too few
yopic agents causes this equilibrium to break down, similar to low unemployment rates causing efficiency wage equilibria to break down. Watson (1999)

lso allows players to exit relationships endogenously, and his model focuses on how players learn about each other over time. Our approach differs from
heirs in that we  allow agents to choose to interact in the first place, and agents play only once so there is no termination.
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next period. This process continues forever. Since both agents’ types and coalitions of agents who  eventually play together
are endogenously determined, we refer this as an endogenous game.7

Endogenous games were introduced in Conley and Neilson (2008) to provide a rationale for observed cooperative behavior
in the prisoner’s dilemma.8 We  find all agents choosing to learn only to cooperate and all agents learning only how to cheat are
both equilibria of the endogenous prisoner’s dilemma. If we add partially-cooperative actions, then (under mild conditions)
all equilibria entail every agent choosing to learn the same least-cooperative strategy. That is, the equilibria look like “social
norm” outcomes in which agents all know how to “cheat” but only to exactly the same degree. If an agent decides to defect
by learning how to use a less-cooperative strategy than this social norm, he would never find a partner and so his greater
skill at exploiting partners could never be used to any advantage. Thus, the set equilibria of the prisoner’s dilemma in the
endogenous game setting is a superset of the equilibrium outcomes for the one-shot version but a subset of the equilibrium
of the repeated version. The paper also looks at an anti-prisoner’s dilemma game (where the dominant strategy equilibrium
is also Pareto efficient) and derives similar results. Any social norm (that is, outcomes where all agents have learned to play
exactly the same strategies) is an equilibrium, regardless of whether the norm is Pareto dominated by the stage-game Nash
equilibrium.

These differences between the set of equilibria in the one-shot game, the set of equilibria in the infinitely-repeated
game, and the set of equilibria in the endogenous game suggest that an analysis of the endogenous coordination game is
worthwhile.

One particularly interesting question is whether or not there exist equilibria in endogenous coordination games in which
some agents choose to be one “type” and others choose to be another incompatible “type.” We  find this is not possible,
however. This contrasts with the one-shot game in which pairs of players must coordinate, but different pairs can coordinate
on different actions. Instead, equilibria of the endogenous game involve every agent’s list containing the same common
action, and having this common action played when agents are matched.9 We  will say more about the implications of this
below. We  also look at discoordination games in which gains from trade occur when agents choose to be different. Again
we find that the one-shot and endogenous treatments do not have the same equilibria. In the one-shot, two-player, two-
action version of the game there are two pure-strategy Nash equilibria involving agents choosing different strategies with
certainty, and one mixed strategy equilibria which is Pareto dominated. In contrast, we find that the only equilibrium in the
endogenous game is for some agents to learn only the first strategy, some to learn only the second strategy and for some
agents to learn both. The existence of these “social market makers” who  learn both strategies is rather surprising. There is
no role for market makers in the coordination game and they will not appear in non-endogenous game equilibria in general.

To make the coordination game results concrete and provide motivation, we consider language as an example. Agents can
learn English, Spanish, or both. Two agents can observe the set of languages their potential partners are capable of speaking.
They both gain from trade only if they end up speaking the same language. If the waiting cost is small, someone who speaks
only Spanish will choose to interact with a Spanish-only partner or a bilingual partner, but not with an English-only partner
(and inversely). The question then is, given this ability to refuse interactions, can there be an equilibrium in which some
agents speak only Spanish and some speak only English (as we see in reality), or does equilibrium dictate that all agents
learn the same language? Our analysis of the symmetric game shows that everyone must learn the same language, although
some may  learn to be bilingual.

Since this is obviously counter-factual, we go on to explore how different social conventions might exist together in
equilibrium.10 We note that the game may  not be symmetric in the case of language. In particular, agents might prefer
interactions made in their native language to those made in a non-native language. We  check the robustness of our prior
result that equilibrium prescribes a common language in this new setting. We  find that the ability for different monolingual
groups to coexist depends on the size of the waiting cost, the magnitude of the preference to interact in the native language,
and the size of the native group within society. A society can consist of two monolingual groups that do not interact with
each other only if the waiting cost is small, the groups are relatively equal in size, and the preference for speaking the native
language is strong.

The paper precedes as follows. Section 2 gives a formal definition of the model and defines an equilibrium concept called
pregame perfect equilibrium, which is an additional contribution beyond what is done in Conley and Neilson (2008). Section 3
looks at symmetric coordination games and establishes that one behavioral norm must dominate. Section 4 explores a
discoordination game in which multiple conventions must coexist in equilibrium. Section 5 looks at issues of heritage and
preferences for one mode of conduct over another. Section 6 offers some concluding remarks.
7 Jackson and Wilkie (2005) also consider an endogenous game, but their approach is orthogonal to ours. We assume that the payoff function is fixed
but  that the players and action spaces are endogenous, while Jackson and Wilkie assume that the the players and action spaces are fixed but the payoff
functions are endogenous. They achieve this endogeneity by allowing players to write binding contracts that change the payoff function before play begins.
The  focus of their paper is on the efficiency of outcomes and, as with Conley and Neilson (2008), they find that homogeneity need not lead to efficiency.

8 Mengel (2008) manipulates a matching protocol in an evolutionary version of the prisoner’s dilemma to discuss social norms.
9 The appropriate equilibrium concept is pregame perfect equilibrium, which is a refinement of subgame perfect equilibrium and is defined in Section 2.

10 Despite the obvious coexistence of multiple languages in the world, Ku and Zussman (2010) provide evidence that a common language, in this case
English,  promotes trade.
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. The Model

Consider an economy with I agents indexed i ∈ {1, . . . , I} ≡ I.  Each agent has a set of strategies X  available for him to
earn. Agents receive payoffs by finding a partner with whom to play a bilateral game. The payoff to each agent is given by
he function F : X  × X  → R. Thus, the payoff to agent i choosing strategy xi playing agent j choosing strategy xj is F(xi, xj).

We assume a two-part game. The first part is the pregame. Here, each agent chooses to learn a subset of strategies �i ⊆ X.
e refer to �i as agent i’s list.  Denote the set of all possible lists as L (that is, all possible nonempty subsets of X).
The second part of the game is a multistage matching game similar to the one described by Rubinstein and Wolinsky

1985). In each round of the stage game, agents are randomly matched with another agent and can choose one of two  options:
lay or not play.

If both agents decide to Play (P), they choose strategies from their list, settle on a Nash equilibrium and retire from the
ame. We  assume that when an agent retires, he is replaced by an agent with the same name who has chosen to play in the
ame way. While this is a strong assumption from a theoretical standpoint, it will become clear that in the applications we
onsider, it has very little bite.

If at least one agent decides to Not play (N), they receive no payoff but pay a delay cost of z > 0 and search for a new partner
n the next round of play.

Formally, an agent’s strategy in the second part of the game is a mapping from the strategy list of the agent with whom
e is matched to his own list plus N. Since matching is random and anonymous and the population of agent types is stable
cross periods, we assume that history does not influence strategic choice.11 Let agent i’s second stage strategy be denoted
i : L → �i ∪ N. Let G denote the set of all such mappings. We will refer to gi as agent i’s stage game strategy.

An agent’s strategy therefore consists of a pair (�i, gi) ∈ (L, G). Collectively, we will denote this as si ∈ S. A strategy profile
or the game is denoted: S ≡ (s1, . . . , sI) ∈ S × . . . × S. It will be useful to refer to the profile of lists and stage game strategies
eparately on occasion. We  denote these L = (� 1, . . .,  � I) and G = (g1, . . .,  gI). We  also use the notation s−i to denote the strategy
rofile for all agents excluding agent i.

The next step is to define a reasonable equilibrium concept for endogenous games. Rubinstein and Wolinsky (1984)
mploy subgame perfect equilibrium for a game which uses the same matching protocol as we do, but their game does not
nclude a pregame. The existence of a pregame makes subgame perfection insufficient for analyzing our endogenous game.
o see why, note that subgame perfection requires that agents play Nash equilibrium strategies in every proper subgame,
here a proper subgame is one that begins at a decision node in a singleton information set. With the pregame, players
ave no singleton information sets. Consider, for example, a game with I = 4 agents and the strategy set {a, b}. Each agent
an choose one of three possible lists: {a}, {b}, or the full list {a, b}. Suppose that in period 1 agent 1 is matched with agent 2,
nd agent 3 is matched with agent 4. Agent 1 observes agent 2’s list, but not agent 3’s or agent 4’s. These two  agents’ lists are
elevant to player 1, though, because if 1 and 2 choose not to play against each other, they are randomly rematched in period

 in which case agent 1 is likely to face either 3’s list or 4’s. Because agent 1 does not observe these lists in period 1, though,
gent 1’s first-period information set contains 9 different decision nodes corresponding to the 9 different combinations of
ists chosen by agents 3 and 4.12 Thus, the game played by matched agents 1 and 2 in period 1 cannot be considered a proper
ubgame, and subgame perfection has no bite. Instead, an appropriate equilibrium concept must assign beliefs over the
odes in the information sets, and the essence of our equilibrium concept is that agents play sequentially rational strategies
ased on a reasonable set of consistent beliefs. While straightforward from a conceptual standpoint, it is notationally dense
o define formally. We  therefore will follow the strategy of putting the detailed formal development of these concepts in the

athematical appendix and focus only on the points that are of real economic and theoretical interest.
One requirement of our equilibrium notion is that agents choose strategies in the pregame that maximize their expected

ayoffs. We  will denote the expected payoff that agent i receives under strategy profile s as EPO(si, s−i) (see the appendix for
etails).

We also require agents to follow optimal strategies in every information set, specifically the information sets that arise
nce an agent is matched with another. Thus, we  will need to know the expected continuation payoff. That is, conditional
n having been matched with an agent who has chosen list �̂, we  need to know the expected payoff from this point forward.
enote the set of lists that agent i might encounter during equilibrium play given S by

Li ≡ {� ∈ L|∃j ∈ I, j /= i s.t. �j = �}

nd the set of lists that should not be encountered by agent i given S by
Li ≡ {� ∈ L|�j  ∈ I, j /= i s.t. �j = �}.

11 The setup of the game precludes an history-dependent supergame strategies as would normally emerge in an infinitely-repeated game because agents
nly  match a single time and then retire from the game after a single match. Agents who leave cannot be punished or rewarded for past behavior, which
s  why  supergame strategies are not relevant. The setting also precludes a Markov-perfect equilibrium solution because each period begins in exactly the
ame  state according to the assumption that agents who  matched in the previous period were replaced by new agents otherwise identical to them.
12 In general, with I agents and n strategies in X, after being matched in period 1 an agent’s information set contains (n2 − 1)I−2 nodes.
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Similarly, define the set of lists that might be encountered by any agent in equilibrium play given S by

L ≡ {� ∈ L|∃j ∈ I s.t. �j = �}

and the set of lists that should not be encountered by any agent in equilibrium given S by

L ≡ {� ∈ L|�j  ∈ I s.t. �j = �}.

The expected payoff for an information set in which an agent faces an opponent with list �̂ ∈ Li, that is, a list agent i
expects to encounter with positive probability, is straightforward to compute and denoted by EPO(si, s−i|�̂). The expected
payoff in an information set in which agent i faces a list that should not be encountered on the equilibrium path, that is, a
list � ∈ Li, is more problematic. Subgame perfection requires that if agent i and the agent with the deviant list � ∈ Li agree to
play, they must play a Nash equilibrium of the stage game. If the stage game has multiple equilibria agent i must act based
on beliefs about which of those equilibria will ensue. If agent i chooses not to play against the agent with the deviant list,
agent i must recompute the continuation payoffs based on the information that one agent has deviated from the equilibrium
path. It could be that this is the only deviation, or it could be that there are multiple deviators. Agent i’s choice between
playing or passing against the deviant list depends on his beliefs about what will happen if he chooses to play and what will
happen if he chooses to pass.

We now turn to the task of specifying a set of consistent beliefs regarding the stage game strategies of both equilibrium
and disequilibrium agents as well as beliefs about expected payoffs when a match is refused. Some of these beliefs are pinned
down by subgame perfection, but others, especially regarding the expected payoffs relevant when paired with an agent with
an out-of-equilibrium list, are not. The definition below extends the notion of credible beliefs to endogenous games.

We use the notation p(g|S, �) to indicate agents’ beliefs regarding the probability that a member of the population who  has
chosen list � uses stage game strategy g given the strategy profile S. Given a strategy profile S, p : G × S × . . . × S × L → [0,  1]
is a consistent belief system held in common by all agents if:

1. For all � ∈ L,
∑

g∈Gp(g|S, �) = 1 and p(g|S, �) ≥0.
2. For all � ∈ L, p(g|S, �) = (|i ∈ I|gi = g and �i = �|)/(|i ∈ I|�i = �|).
3. For all � ∈ L, p(g|S, �) >0 only if there does not exist g ∈ G such that for all �̂ such that there exists i ∈ I with �i = �̂13

EPO(g, �, S|�̂) > EPO(g, �, S|�̂).

Condition 1 says p is a probability distribution. Condition 2 says the beliefs are consistent with the equilibrium choice
of lists by agents. Condition 3 says for lists not seen in equilibrium, the common belief system about agents with such lists
places positive probability weight only on stage game strategies that are payoff maximizing.

Given these beliefs, we will finally need to express the continuation payoff for an agent who encounters a list that he
should not see in equilibrium. Note that there is a small complication since the out-of-equilibrium lists may  be different for
different agents. In particular, if only a single agent i chooses a given list � then of course agent i would expect never to see
this list in an opponent. The remainder of the population, on the other hand, would just assume it had encountered agent
i. We  have embedded one assumption in this regard in the definition in consistent beliefs: if an agent i who  happens to be
the only member of the population who chooses a list � encounters this list anyway, he assumes that this disequilibrium
opponent is just like him and chooses the same stage game strategy, gi, as he does. This keeps his beliefs consistent with the
rest of the agents in the game. It would be more general to allow agent i’s beliefs to be unconstrained, but it would complicate
notation and would not change any of the conclusions in the next section. We therefore opt for our simpler approach.

Given that strategies are complete contingent plans, every agent must specify a continuation game strategy for each
possible list he could choose. The probability an agent with an out-of-equilibrium list plays stage game strategy g can be
inferred from the equilibrium strategy profile S. The expected payoff from choosing to play against an out-of-equilibrium list
can then be computed in a straightforward manner (see the appendix for details). As for the expected payoff from choosing
to not play, we make a “small deviation” assumption that the out-of-equilibrium list disappears after the current round and
is replaced by the appropriate equilibrium list. In essence, this means that agents never expect to face disequilibrium lists
in the future, regardless of whether they currently face one or not. Given this is a zero probability event, this seems like a
reasonable assumption. It also makes the equilibrium concept very simple to apply, as each agent’s expected payoff from

refusing to play remains constant through time and is independent of who the agent is currently matched with.

We denote the expected payoff agents receive when encountering out of equilibrium lists (� ∈ Li) by EPO(si, s−i|�). We
use a “bar” to remind us that this continuation payoff refers only to out of equilibrium play.

13 This is a slight abuse of notation. Rather than define a new EPO for disequilibrium agents, we simply pretend the population expanded by 1 to I + 1 and
use  the old definition. Note in this case, S plays the role of s−i .
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We  are now ready to define our equilibrium concept.
Pregame perfection: A strategy profile s ∈ S and consistent belief system p is a pregame perfect equilibrium (PPE) if

. For all agents i ∈ I and all ŝi ∈ S,

EPO(si, s−i) ≥ EPO(ŝi, s−i).

. For all agents i ∈ I,  all � ∈ Li, and all ĝi ∈ G,

EPO(si, s−i|�) ≥ EPO(ĝi, �i, s−i|�).

. For all agents i ∈ I,  all � ∈ Li, and all ĝi ∈ G,

EPO(si, s−i|�) ≥ EPO(ĝi, �i, s−i|�).

. For all agents i ∈ I and all � ∈ L if

max
xi∈�i

min
x∈�

F(xi, x) ≥ EPO(si, s−i) − z,

then gi(�) /= N.

Condition 1 says that for all agents, the strategies chosen maximize the expected payoffs. Condition 2 says for all agents
nd for every list it is possible to encounter in equilibrium, the strategy chosen conditioned on this encounter maximizes
he expected payoffs. Condition 3 is the same as 2 except that it applies to out-of-equilibrium encounters. Condition 4 says
n agent will always agree to play with a potential partner when the worst that can happen is that he realizes a weakly
igher payoff than he would expect from passing instead. This is necessary to prevent trivial outcomes where all agents
ass in response to encountering all lists. Passing, of course, is a weak best response to passing, so this forms a degenerate
quilibrium.

In the next two sections, we maintain the two  assumptions that population size, I, is even and I ≥ 4. The first is needed
ecause this is a matching game, and if the population were odd, we would have to include the possibility of not finding a
otential match in any given period. This would needlessly complicate our model. The second is needed because if I = 2 agents
ould always be matched with the same player each period which would make the endogeneity of the game degenerate.

. The coexistence of conventions in a simple coordination game

Let � be a simple coordination game with X = {A, B} and F(A, A) = ˛, F(B, B) = ˇ, and F(A, B) = F(B, A) = 0, as shown below.
Coordination game

A B

A ˛,  ̨ 0, 0
B  0, 0 ˇ, ˇ

his game has the feature that the two agents receive gains from trade if they choose the same actions, and no gains from
rade if they do not choose the same actions. The possible lists are {A}, {B}, and {A, B}. We will refer to an agent with list
A} as an A-type individual, one with list {B} as a B-type individual, and one with list {A, B} as an AB-type individual. The
ssue we wish to address is the existence of a pregame perfect equilibrium in which some agents choose list {A} and some
hoose list {B}, and A-types and B-types do not interact with each other. That is, when do agents choose not to interact with
eople who are different from them, and when can two conventions or social norms coexist?

We first address a narrower question: can there be a pregame perfect equilibrium with both A-types and B-types but no
B-types, and in which A-types and B-types do not interact? We  show below that the answer is “no”.
roposition 1. There is no pregame perfect equilibrium with 0 < IA < I A-type agents who do not play against B-type agents, I − IA
-type agents who do not play against A-type agents, and no AB-types at all.

roof. See appendix. �
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Next, we consider whether this nonexistence result is robust to the introduction of AB-types as intermediaries. When
an A-type is matched with an AB-type, the only Nash equilibrium of the restricted base game is for both agents to play
A, and so an A-type is indifferent between interacting with another A-type and interacting with an AB-type. B-types are
also indifferent between interacting with other B-types and interacting with AB-types. Can these intermediaries allow the
different conventions to coexist? As the next proposition shows, the answer is also negative.

Proposition 2. There is no pregame perfect equilibrium with IA > 0 A-type agents who do not play against B-type agents and
IB > 0 B-type agents who do not play against A-type agents.

Proof. See appendix. �

The intuition behind Propositions 1 and 2 is the same. If an A-type’s expected payoff is at least as high as a B-type’s,
the B-type has an incentive to defect and choose the list {A}. Switching enlarges the population of A-types, increasing the
A-type’s payoff advantage. So, switching from list {B} to list {A} improves the agent’s payoff in two ways, by moving him
to a type that earns higher expected payoff in the first place, and by increasing the expected payoff of that type by making
them more likely to match successfully. Intermediaries who  have list {A, B} play no role in this argument, and cannot help
two conventions coexist.

Having established that some classes of equilibria do not exist, it remains to establish the classes that do. The next
proposition characterizes the entire set of PPE equilibria.

Proposition 3. There exist exactly two classes of pregame perfect equilibria: equilibria with no A-types and equilibria with no
B-types.

Proof. See appendix. �

If the coordination game had n actions x1, . . .,  xn with n distinct coordination payoffs (F(xj, xj) /= F(xk, xk) for j /= k), then
Proposition 3 could be extended. In such a case there would be n classes of pregame perfect equilibria, and in class k every
agent would have strategy xk in his list.

We delay applying these results to language and culture until Section 6 in order to discuss the “discoordination game”
first.

4. Discoordination Games

In this section, we turn our attention to the “discoordination game” which is in a sense the opposite of the coordination
games above. Here, agents want to find a partner who will play the opposite strategy as he does. For example, someone who
knows how to cook meat would prefer to partner with someone who knows how to cook side dishes for a picnic. We  will
argue that not only will it necessarily be the case that multiple conventions coexist, but also that there must exist “social
market makers” who can interact with either convention.

Consider the symmetric discoordination game in which X = {A, B} and F(A, A) = F(B, B) = 0, and F(A, B) = F(B, A) = ˛, as shown
below.

Discoordination game

A B

A 0, 0 ˛, ˛
B  ˛,  ̨ 0, 0

Note the following:

1. It is not a PPE for all agents to learn only one strategy. Clearly, any single agent who  deviated would always find a partner
willing and able to play the opposite strategy and would therefore receive the maximum payoff. This would certainly be
a higher payoff than what is received by the remaining agents who would either have to wait to find this player or accept
a zero payoff by playing with a coordinating agent.

2. It is not a PPE for all agents to learn both strategies. When two such players meet, they would not know which of them

should play A and which should play B. The best they could do is flip a coin resulting in an expected payoff of 1

2 ˛. If
any agent deviated and learned only A then any two-strategy agent would know to play B in the resulting game. Thus,
the deviant agent would always find a partner willing and able to play the opposite strategy and would also receive the
maximum payoff.
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. A PPE does exist for this game when I is divisible by 3. In the equilibrium I/3 agents choose list {A}, I/3 choose list {B}, and
I/3 choose the full list {A, B}. All agents use the same continuation game strategy g(� ′| �) given by

gA({A}) = N gA({B}) = A gA({A, B}) = A

gB({A}) = A gB({B}) = N gB({A, B}) = B

gAB({A}) = A gAB({B}) = B gAB({A, B}) = N

It is straightforward to verify that the continuation strategies satisfy the conditions for pregame perfect equilibrium.14 To
see that the choices of lists are consistent with equilibrium, note that EPOA(S) = EPOB(S) = EPOAB(S) =  ̨ − ((I − 3)/2I)z, and if
any agent switches to a different list, his expected payoff changes to  ̨ = (I/(2I − 3))z, which is worse for all z > 0.

In a coordination game, agents benefit from playing against others who behave the same as themselves, and pregame
erfect equilibrium allows only one mode of behavior to exist in equilibrium. In a discoordination game, in contrast, two
odes of behavior must coexist. Pregame perfect equilibrium requires the existence of intermediaries to serve as “social
arket makers,” that is, agents with full lists who can interact with both single-list types. Thus, pregame perfect equilibrium

n discoordination games precludes full specialization by type.
To understand the discoordination game more fully, consider the following classical interpretation. (We  provide two

nterpretations that relate more directly to culture below.) Two  agents are matched and, if they agree to play, receive
ositive payoffs if they find each other and zero payoffs if they do not. The two  available actions are to “go looking” or
remain in one place.” If they both remain in one place they fail to find each other, and if they both go looking they also fail to
nd each other. Successful outcomes occur only when one agent goes looking and the other remains in one place.15 Parents
ealize this and teach their children to remain in one place when they become separated. However, that rule only works for
symmetric populations where parents are always matched with children. What would happen in a population with only
dults? In the endogenous game the equilibrium specifies a group that only goes looking (finders), a group that only remains
here they are (stayers), and a group that can do either (intermediaries), all of equal size. Finders refuse to play against

ther finders, stayers refuse to play against other stayers, and intermediaries refuse to play against other intermediaries. If
 stayer, say, switches to become a finder, then he joins a now-larger group and has a higher probability of matching with
nother finder, which is unsatisfactory. The same thing occurs if he switches to become an intermediary.

The difference between the discoordination game and the coordination game, then, and what drives the existence of
quilibria with distinct groups in the former but not in the latter, is the property that in a coordination game a player wants
o match with someone like himself but in a discoordination game a player wants to match with someone who is different.
his, then, is the key to the failure of the coexistence of conventions. Conventions cannot coexist when individuals with one
onvention benefit from interacting with others who share the same convention but not with agents who follow different
onventions.

Analysis of the discoordination game also highlights a subtle difference between the endogenous and standard game
heoretic approaches. In the classical approach the labels for the actions do not matter, and so the discoordination would
e as easy to achieve as coordination would be in a standard coordination game. Under the endogenous approach, though,
he equilibria of coordination game are very different in nature from the equilibria of the discoordination game, and the
abels for the actions become an important part of the structure of the game. One way to think about this is that in the
lassical approach a player has an identity, either row or column, and can condition the play on that identity. Because of this,
eversing the action labels for the column player has no impact on the equilibria of the game. In the endogenous approach,
hough, when the game is symmetric the only identity a player has is the list chosen in the pre-game, and reversing the
ction labels for the column player requires a way to distinguish column from row players in the matching phase of the
ndogenous game. Without this extra means of identification, reversing the action labels has an impact on the outcomes.

Discoordination games have interesting implications in the context of culture and behavior we  are concerned with in
his paper.

Alpha, Beta, and Gamma  Males: Consider a situation in which men  come together for a partnership to complete a

roject and share the profits. In each partnership, a leader and a follower are needed. Men  develop skill at taking either role,
r sometimes, both roles. Examples include things like hunting expeditions, preparing a presentation for the boss, or trying
o meet women at a fraternity party. Two alpha-males means two leaders and a failed venture. Two beta-males means no
eadership, and a failed venture. Two gamma-males leads to a coordination problem and only half the partnerships consisting

14 Because all possible lists occur in the equilibrium, the consistent belief requirement that governs beliefs when encountering an off-the-equilibrium-path
ist  plays no part in the equilibrium.
15 Burdett et al. (1995) investigate a seeker/finder game in a monetary model. The key difference between their game and ours is that theirs has a
undamental asymmetry between agents, with sellers being agents who  already own the good and buyers being those who do not.
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of a leader and a follower. Thus, we find that all three types of males will exist in equilibrium and agents will spend time
finding the compatible partner.16

Caste systems: A society needs people to specialize in and perform all kinds of work. The analysis above offers a potential
explanation for the apparent stability of caste-based societies. Suppose successful partnerships consist of a high-caste and
a low-caste member (or even several low-caste members). The major difference here is that in this context search is not
an entirely random process. Caste is usually a clearly identifiable characteristic, even from a distance. If a high-caste agent
needs a low-caste partner, he can readily identify one and partner without search (and the same is true for a low-caste
agent.) Thus, market makers do not arise in this context. More importantly, a low-caste agent would not have any incentive
to learn high-caste skills. He would never be asked for a partnership by another low-caste agent. Thus, the endogeneity of
the game serves to reinforce the caste-system. If an agent can “pass” for being a member of another type, however, the story
is different. A low-caste person who wants to provide a high-caste skill must appear outwardly to be high-caste as well in
order to have success in finding partners. This might explain the relative persistence of caste distinctions based on race,
gender, family connections, and even such characteristics as height and beauty. On the other hand, caste distinctions based
on behaviors or appearances that any agent can learn and adopt are more difficult to maintain. Social mobility results.

5. An Application of Endogenous Coordination Games to Culture and Language

Our motivation to study endogenous games is that we believe that they are common in real life and therefore are an
institution that should be studied. In this section, we consider the a game in which agents can choose to learn English,
Spanish or both. Since it is more productive to play any game with a partner you can understand, this is an example of
coordination game. Suppose that A-types from Section 3 speak only English, B-types speak only Spanish, and AB-types are
bilingual. Propositions 1 and 2 state there is no equilibrium with both English-only speakers and Spanish-only speakers,
regardless of whether or not the population contains bilingual people. Proposition 3 establishes the existence of equilibria
with a combination of English-only and bilingual agents and equilibria with a combination of Spanish-only and bilingual
agents. Moreover, these are the only equilibria, and in equilibrium a single language is sufficient for all interactions. Thus, it
appears that cultural assimilation is inevitable.

This result suggests that integration in schools or neighborhoods should be enough to generate the benefits of peer
effects. However, casual inspection attests to the fact that we do see cultures coexisting within integrated societies. Clearly,
the benchmark case considered in Section 3 must be missing something. The reasoning from that section suggests that when
agents match randomly with the population at large, they benefit from sharing the same behavioral norm as the majority
group. Several factors might make it more likely that minority cultures are able to continue to exist in light of the pressures
towards assimilation.

• A group that wants to preserve its culture can improve its odds by increasing the likelihood that its members will interact
with each other rather than the population at large. For example, members may  go to the same church, engage in the same
line of work or live in a ghetto.

• Policies may  make it cheap or expensive to learn certain strategies. For example, teaching Welsh, Celtic or Catalan in
schools, or forbidding Native American children to use anything but English in school will affect assimilation.

• Agents might have a strong preference for one of the coordinated outcomes over the other. For example, assimilation
is more likely if the “affinity” benefits are outweighed by the “large network” benefits of joining the larger community;
conversely, cultural segregation might arise when the affinity benefits are large. If the size of a group falls below a critical
mass, however, separation is hard to sustain. Given the search cost, it will not benefit agents to hold out in hopes of finding
another agent of their affinity type, and agents will instead learn the strategies used by the larger society.

We consider in more detail the case in which there are two  types of players: a-natives and b-natives. The first step is to
adapt the theory of endogenous games to allow for these “heritage-based” preferences.

To construct an endogenous version of the coordination game with heritage based preferences, suppose that the numbers
of a-natives and b-natives in the population are Ha and Hb, respectively, and these numbers are common knowledge. Set
I = H = Ha + Hb. In the pregame agents choose lists, as before. In the continuation game, agents are randomly matched, and

observe their potential opponents’ lists along with their heritage (i.e. their opponents’ payoff functions).17 The game proceeds
as before, with agents deciding whether to play or pay a delay cost of z and be rematched. When a pair elects to play, they
play actions from their lists, receive their payoffs, and exit the game to be replaced by agents with the same heritage and

16 Of course, in some (but not all) games like this, it might be possible for gamma-males to meet and then agree who  will be the alpha and who  will
be  the beta. In this case all agents would choose to be gamma-males. Essentially, equilibrium strategies are asymmetric with some otherwise-identical
players choosing one strategy when they are paired and others choosing a different strategy. One way  around this caveat is to require symmetry, as we
do  above. However, we can also recover the result by adding a cost of learning a strategy (or mode of behavior). In this case, the higher the cost the fewer
gamma-males we  see in equilibrium, but we would still see all types existing together (at least until the cost of learning a second strategy got prohibitive.)

17 Up to this point in the paper, an agent’s “type” was determined by his chosen list, so “type” was  endogenous. For consideration of heritage, a “type”
becomes a list-heritage pair, which has an exogenous component.
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he same strategies. The definitions of consistent beliefs and pregame perfect equilibrium can be extended to this setting in
 straightforward manner by replacing lists in the earlier definitions by list-heritage pairs.

First, consider the base game in which

Fa(A, A) = Fb(B, B) =  ̨ + �

Fa(B, B) = Fb(A, A) = ˛

Fh(A, B) = Fh(B, A) = 0

or h = a, b where � > 0. The parameter � captures agents’ preferences for their native actions, with increases in � corresponding
o stronger preferences for the native action. Since we assume that both heritage and lists are observable, the strategies must
e conditioned on both. Formally gh

�
(h′, �′) is the strategy employed by an agent of affinity type h with list � who encounters

n agent with affinity type h′ with list �′. We are now able to address the question of whether there exists a pregame perfect
quilibrium in which agents refuse to interact with agents of the other heritage.

roposition 4. If the delay cost z is small enough, there exists a pregame perfect equilibrium in which agents’ lists do not contain
he non-heritage action and agents play only against others from the same heritage.

roof. See appendix. �

Proposition 4 establishes that, if the delay cost z is small relative to the preference for the native action, �, there exists
n equilibrium of cultural separation in which a-natives never learn action B and only interact with other a-natives, while
-natives never learn action A and only interact with other b-natives. When the delay cost is small, a-natives find it more
eneficial to wait to meet another a-native in order to gain the benefit � than to learn action B and play the first opponent,
nd b-natives share the same incentives.

The actual condition for “small enough” z is worth a closer look. It reduces to

z <
Hj − 1
H − 1

�

or j = a, b. The restriction on z becomes looser, and therefore cultural separation is more likely to occur, when the population
s more evenly split among the two types and the affinity for native behavior � is large. Conversely, when the population
ontains a large majority and a small minority, assimilation is more likely to occur.18

This analysis highlights the reason why cultural separation can persist in integrated schools, for example. Even though
gents with different preferences are intermingled and are sometimes matched with members of the other heritage group,
f the native preference is strong, the heritage group is relatively large, or the cost of waiting for a match with someone
rom the same heritage group is small, cultural separation can persist. In the presence of these conditions, integrating two
ultural groups is not enough, because while integration can lead to face-to-face encounters, individuals still can refuse to
urn these into mutually beneficial relationships.19

. Conclusions

This paper uses the endogenous game framework introduced in Conley and Neilson (2008) to explore coordination and
iscoordination games. We  argue that agents really do choose the partners with whom they play in many types of games
nd thus may  choose to do such things as failing to learn unattractive actions in hopes of obtaining a better partner. Thus,
ndogenous games approximate many real world situations and it is therefore important to study their implications on
quilibrium outcomes.

For endogenous discoordination games we find that the equilibria involve some agents learning only the first strategy,
ome learning only the second strategy and some agents learning both. The presence of these social market makers who learn
oth strategies is rather surprising and is not seen in the one-shot discoordination game. The equilibria of the endogenous
nd one-shot coordination games are also different, but there is no role for market makers and they will not appear in
ndogenous game equilibria in general.
Since one of our main motivations is to explore the positive implications of endogenous games, this equilibrium result for
ndogenous coordination games is disturbing. It implies that two  non-segregated groups with different modes of behavior
r different cultural conventions cannot coexist. Provided everyone has the ability to make the same choices, (that is, if

18 This result can be compared to the results derived from the empirical homophily literature, which is interested in groups integrating rather than
oexisting. In other words, these studies look for situations in which z is sufficiently large that the premise of Proposition 4 fails to hold. In a recent study,

einberg (2013) finds that integrated relationships between Hispanics and non-Hispanics are maximized when they are in a 50:50 split, which suggests
hat  for such interactions the affinity parameter � is small. In contrast, relationships between blacks and non-blacks are maximized at a much more skewed
plit,  which would occur if � is comparatively large.
19 Of course, the converse is also true. That is, if delay cost is large, native preference weak, or the heritage group relative small, then cultural segregation
ecomes more difficult to sustain. At some point, all PPE involve cultural assimilation as in Section 3.
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there are no inherent differences between agents before the game starts) de facto cultural segregation is inconsistent with
equilibrium and so one mode of behavior or cultural convention that everyone in the society shares should emerge.

Since many cultures and languages do in fact manage to coexist in the real world, we  explore what modification to the
underlying coordination game are needed to be consistent with this. We  propose adding an asymmetry called “heritage”.
Formally, “heritage” means that agents have a preference for using one or the other strategies (but still get more benefits
from coordinating strategies with the agents with whom they end up playing the game). With this modification, we find that
two cultures can coexist if the delay cost is small, the size of a heritage group is relatively large, or the heritage preference
is relatively large.

To relate these results to the real world, consider the case of Welsh speakers in Wales. The theory predicts that either
everyone speaks English and some also speak Welsh, or everyone speaks Welsh and some also speak English. Nearly everyone
in Wales can communicate in English. Furthermore, according to British census data, 54% of the population spoke Welsh in
1954, but by 1981 that number had fallen to 19%. This raises the issue of how a group can go about preserving its culture,
given that equilibrium requires that everyone adopt the same dominant culture. Wales addressed the disappearance of its
language with the Education Act of 1988, which required the teaching of Welsh to schoolchildren up to age 16. In part
because of this effort, the fraction of bilinguals in the population rose to 21% in the 2001 census.

The Welsh institutional response essentially encourages the expansion of the bi-cultural group, but makes no attempt
to create or preserve a mono-cultural, Welsh-only group. In fact, the theory implies that there is no way for “cultural
intermediaries” who are able and willing to act with two different mono-cultural groups to preserve the multiculturalism.
The reason is that members of the two mono-cultural groups are sometimes put in a position in which they can benefit
from interacting with each other but prevented from doing so by cultural differences. If passing up interactions is costly,
equilibrium prescribes one dominant culture, and cultural struggles are winner-take-all. The only way, then, to preserve
mono-cultural societies is through institutional means that prevent opportunities for members of different cultures to meet
in the first place.

Our model shows that self-segregation in a geographically-intermingled population is not enough. Rather, physical sep-
arations that keep members of different cultures from meeting are the only way  to prevent such cultural struggles. Thus,
separatist movements, such as those among the Basque population of Spain, are consistent with the model, while efforts to
force cultural unification, such as English-only legislation in some U.S. states, are not. The model predicts that one culture
will become universal throughout the population anyway, so attempts to force this are unnecessary, while efforts to keep
different cultural groups separate are needed to preserve mono-cultural identities.
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Appendix A. Justifying a new equilibrium concept

While pregame perfect equilibrium is formally different from Sequential Equilibrium, we  see PPE as simply the natural
extension of subgame perfection to endogenous games. To see why  we need to make this modification, consider the following
simple example. Suppose there are four players, each of whom chooses a list from {a, b}. We will pay particular attention
to player 1 who is going to be matched with player 2. Each individual has three possible lists: {a}, {b}, and {a, b}. For any
matched pair, then, there are 9 possible pairs of lists:

{a}, {a},
{a}, {b},

{a}, {a, b},
{b}, {a},
{b}, {b},

{b}, {a, b},
{a, b}, {a},
{a, b}, {b},

{a, b}, {a, b}.

Thus, for each matched pair there are 9 possible nodes corresponding to the 9 possible pairs of lists.
Now suppose that player 1 is matched with player 2 and observes player 2’s list. Player 1 knows her own list, and she
also observes player 2’s list. So, player 1 knows which node pertains from the set of 9 generated by the (player 1, player 2)
pairing. However, player 1 does not know which of the 9 nodes from the (player 3, player 4) pairing is the actual decision
set. Consequently, player 1’s information set is not a singleton, and contains all of the possible nodes from the (player 3,
player 4) pairing.
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The definition of subgame perfection requires that play be a Nash equilibrium in every proper subgame, and a proper
ubgame is one that extends from a singleton information set. As described above, player 1’s information set is not a singleton,
nd therefore there are no proper subgames extending from the first match. Consequently, subgame perfection has no bite.
n essence, player 1 is missing the information about the lists of the players with whom he could be matched if he does not
lay against 2.

If players 1 and 2 agree to play, the information about the lists of players 3 and 4 becomes irrelevant. The information
et is not a singleton, but every node in the information set yields the same set of branches with the same payoffs. We  could
ust choose one of the nodes and work out the Nash equilibrium from there. But, if players 1 and 2 do not agree to play, the
ists of players 3 and 4 become relevant. This is why subgame perfection will not work.

Alternative solution concepts, notably sequential equilibrium, govern behavior from non-singleton information sets.
owever, sequential equilibrium is constructed so that player 1 can infer things about player 2’s type after observing player
’s action. This does not help in our game, because player 2’s action, his choice of list, completely reveals his “type.” We
eed an equilibrium concept that allows player 1, after observing player 2’s action, to infer things about players 3 and 4. In
ssence, we want player 1 to observe player 2’s list and then infer something about which node pertains for the (player 3,
layer 4) pairing so that player 1 can form expectations about what will happen if 1 and 2 decide not to play against each
ther.

Because neither subgame perfection nor sequential equilibrium tie down beliefs about the nodes reached by other
airings, we identify a new equilibrium concept, pregame perfect equilibrium. Like other refinements of perfect Bayesian
quilibrium, it operates by tying down beliefs following off-equilibrium-path moves. In essence, a combination of lists and
ubsequent actions is a pregame perfect equilibrium if every player believes that all other players choose lists according to
he equilibrium profile, so that no player ever expects to see an out-of-equilibrium list.

To see how this works with the above example, suppose that the candidate equilibrium has all four players choosing list
a}, choosing to play against anyone with list {a} and choosing not to play otherwise, and playing a when they play. When
layers 1 and 2 are matched, player 1 believes that players 3 and 4 have both chosen the list {a}, and so player 1 places zero
robability on the other 8 nodes. This, in essence, makes player 1’s information set a singleton and the structure of subgame
erfection suffices for solving the game.

ppendix B. Formal definition of pregame perfection

In this appendix, we give formal definitions to some of the concepts used in the body of the paper. We begin by defining
he various notions of expected payoffs.

The structure of the game is for agents to match randomly and decide either to play or continue searching. Given a pair
f strategies, the following binary function PL : S × S → {0, 1} indicates the outcome of any given random pairing:

PL(si, sj) ≡
{

0 if gj(�i) = N or gi(�j) = N

1 if gj(�i) /= N and gi(�j) /= N

iven a particular agent i’s choice of strategy si and a strategy profile for the remaining agents s−i, we can divide the set of
otential partners into two sets: those who will accept a match with i and with whom i will also agree to play, and matches
hat will result in at least one of the two agents choosing not to play. Respectively, these may  be defined formally as follows:

IP(si, s−i) ≡ {j ∈ I \ i|PL(si, sj) = 1},
IN(si, s−i) ≡ {j ∈ I \ i|PL(si, sj) = 0}.

hus, given any strategy choice si for agent i and strategy profile s−i for the remaining agents, the probability that an agent
oes not match in any given period can be calculated as follows:

PN(si, s−i) ≡ |IN(si, s−i)|
I − 1

here | · | denotes the cardinality of a set.
Given this, the expected payoff that agent i receives under strategy profile s is

EPO(si, s−i) =
∞∑(

PN(si, s−i)
)t

⎛
⎝ 1 ∑

F(gi(�j), gj(�i)) − PN
i (si, s−i)z

⎞
⎠ .
t=0
I − 1

j∈IP (si,sj)

In order to test that agents are following optimal strategies in every subgame, we  will also need to know the expected
ontinuation payoff from every subgame. That is, conditional on having been matched with an agent who  has chosen list �̂,
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we need to know the expected payoff from this point forward. To calculate this we  need to restate the objects above to take
account of the current matching realization. Thus:

IP(si, s−i|�̂) ≡ {j ∈ I \ i|PL(si, sj) = 1 and �j = �̂},

IN(si, s−i|�̂) ≡ {j ∈ I \ i|PL(si, sj) = 0 and �j = �̂}.

PN(si, s−i|�̂) ≡ |IN(si, s−i|�̂)|
|IN(si, s−i|�̂) ∪ IP(si, s−i|�̂)|

The expected continuation payoff can then be expressed as follows:

EPO(si, s−i|�̂) = 1

|j ∈ I \ i|�j = �̂|
∑

j∈IP (si,sj |�̂)

F(gi(�j), gj(�i)) + PN
i (si, s−i|�̂)EPO(si, s−i − z).

Next, we define the consistent belief system for a particular agent as derived from a commonly held consistent belief
system p(g|S, �). Informally, the beliefs held by agent i, pi(g|S, �), regarding the probability distribution of strategies he himself
will encounter is a modification of p that removes agent i from the population probabilities:

1. For all g ∈ G and � /= � i, pi(g|S, �) = p(g|S, �).

2. For all g ∈ G and � ∈ Li, pi(g|S, �) = |{j∈I\i|gj=g and �j=�}|
|{j∈I\i|�j=�}| .

3. For all g ∈ G and � ∈ Li, pi(g|S, �) = p(g|S, �).

We will place a bar over the next several objects we define to remind us that these refer to out of equilibrium play. Note
that the following are only well defined for these out of equilibrium encounters. We  begin by defining the analog of IP and IN

for disequilibrium situations. In this case, we need to know the set of stage game strategies used by disequilibrium players
that will or will not result in a match taking place.

GP
(si, s−i)|�̂) ≡ {g ∈ G|PL(si, g, �̂) = 1},

GN
(si, s−i)|�̂) ≡ {g ∈ G|PL(si, g, �̂) = 0}.

Given this and a set of consistent beliefs p, the probability of no match taking place in a given round is easily calculated:

PN(si, s−i|�̂) ≡
∑
g∈GN

pi(g|S, �).

Using this, we can finally state expected payoff in the event of an out of equilibrium encounter as follows:

EPO(si, s−i|�̂) =
∑

g∈GP (si,sj |�̂)

pi(g|S, �̂)F(gi(�̂), gj(�i)) + PN
i (si, s−i|�̂) (EPO(si, s−i − z) .

Appendix C. Proofs

Proposition 1. There is no pregame perfect equilibrium with 0 < IA < I A-type agents who  do not play against B-type agents, I − IA
B-type agents who do not play against A-type agents, and no AB-types at all.

Proof.
Let IA, IB, and IAB denote the numbers of A-types, B-types, and AB-types, respectively. We  want to establish the existence

or nonexistence of a pregame perfect equilibrium in which IA > 0, IB > 0, and IAB = 0. Note that in any PPE, agents will always
agree to play with their own types since this give the highest payoff possible. Thus, the expected payoff to A-types in this
case is

EPOA(S) = IA − 1
I − 1

˛  + IB
I − 1

(−z + EPOA(S)) =  ̨ − IB
IA − 1

z

and similarly the expected payoff to a B-type is

EPOB(S) =  ̌ − IA
IB − 1

z.
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he key point to note is that EPOi(S) increases in Ii and decreases in Ij for i, j ∈ {A, B} with i /= j. Thus, if the payoff from being
 B-type, for example, is higher than the payoff from being an A-type (either because  ̌ is higher or IB > IA), then A-types are
etter off becoming B-types. In addition, by making the switch, they further increase the payoff advantage of being an B-type.
ven if the payoffs to each type are initially equal, an A-type increases his payoff by becoming a B-type. Consequently, for
ny possible combination of IA > 0 and IB > 0 with IA + IB = I some type has an incentive to choose the other type’s list, and so
here is no PPE that satisfies the hypothesis. �

roposition 2. There is no pregame perfect equilibrium with IA > 0 A-type agents who do not play against B-type agents and
B > 0 B-type agents who do not play against A-type agents.

Proof.
Suppose there is such an equilibrium. The expected payoff to an A-type is

EPOA(S) = IA + IAB − 1
I − 1

 ̨ + IB
I − 1

(−z + EPOA(S)) =  ̨ − IB
IA + IAB − 1

z

nd similarly the expected payoff to a B-type is

EPOB(S) =  ̌ − IA
IB + IAB − 1

z.

e  can compute

EPOA(S) − EPOB(S) =  ̨ −  ̌ + IA − IB
(IA + 1)(IB + 1)

(I − 1)z,

hich again is increasing in IA and decreasing in IB. The argument is therefore the same as for Proposition 1. In all cases
ither an A-type, a B-type, or both have an incentive to defect, contradicting the hypothesis that an equilibrium with both
ypes exists. �

roposition 3. There exist exactly two classes of pregame perfect equilibria: equilibria with no A-types and equilibria with no
-types.

Proof.
First consider an economy in which IA agents choose list {A}, and the other I − IA agents choose list {A, B}. Two cases arise

ased on the value of the delay cost z.
Case 1: z < ˛. Suppose that A-types choose the following strategy in the continuation game:

gA({A}) = A gA({B}) = N gA({A, B}) = A

nd AB-type agents choose the strategy given by

gAB({A}) = A gAB({B}) = B gAB({A, B}) = A.

n addition, suppose that both types of agents think that if they happen to encounter a B-type agent, his continuation strategy
s

gB({A}) = N gB({B}) = B gB({A, B}) = B.

e  will leave aside for the moment the question of whether this generates a consistent belief system.
Observe that given these strategies, all agents match in the first round and get the maximum payoff. Thus, no strategy

ould yield a higher payoff from the standpoint of the pregame and so condition (1) of PPE is satisfied. This also means that
n any matching that occurs after the pregame, the strategies for each type of player still yield the maximum payoff. Thus, in
quilibrium encounters, the conditional expected payoff is maximized and condition (2) of the PPE is satisfied. Now suppose
hat an A or AB type happens to be matched with a B type. This is an out of equilibrium encounter. For AB-types, this presents
o problem as both agents play “B” and get maximum payoffs. For A-types, the expected payoff to this strategy is to suffer

 cost of z <  ̨ this period and then get the maximal payoff of 1 with certainty next period. Since z < ˛, condition (3) of PPE is
atisfied. Finally, from the above arguments, it is clear that when z < ˛, it is optimal for A-types to pass in this case, and so
ondition (4) is satisfied.

To complete the proof for this case, we have to show that this belief system is consistent. Parts (1) and (2) are trivially
atisfied, so only part (3) is in question. In particular, we  have to check that the strategy ascribed to the (non-existent) B-types
s, in fact, an optimal strategy. Clearly, B-types should play B against other B-types and against AB-types. The question is
laying N against A-types credible? Since A-types play N when meeting B-types, however, it does not matter what B-types
o. Thus, no other strategy would yield a higher payoff, and so part (3) of the definition of a consistent belief system is
atisfied as well.
Case 2: z ≥ ˛. Under this condition an A-type’s best response when facing a B-type is to play, since the penalty for delay
s too steep. Accordingly, suppose that A-types choose the following strategy in the continuation game:

gA({A}) = A gA({B}) = A gA({A, B}) = A
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and AB-type agents choose the strategy given by

gAB({A}) = A gAB({B}) = B gAB({A, B}) = A.

In addition, suppose that both types of agents think that if they happen to encounter a B-type agent, his continuation strategy
is

gB({A}) = B gB({B}) = B gB({A, B}) = B.

As with Case 1, this generates a consistent belief system, and the continuation game strategies are consistent with PPE.
It remains to show for this case that no agent wants to change his list in the pregame. An A-type has no incentive to

change to a B-type or an AB-type because he receives the maximal payoff in the first period. For the same reason, an AB-type
has no incentive to change to being an A-type or a B-type. So, even though the high delay cost makes it optimal for an A-type
to play against a B-type, there is no incentive to become a B-type.

We conclude that a PPE exists with no B-types. A similar argument establishes the existence of a PPE with no A-types for
z ≥  ̌ and z < ˇ. Proposition 2 then implies that the only pregame PPE have either no B-types or no A-types when AB-types
can solve the coordination problem. �

Proposition 4. If the delay cost z is small enough, there exists a pregame perfect equilibrium in which agents’ lists do not contain
the non-heritage action and agents play only against others from the same heritage.

Proof.
We  suppose that a-affinity agents learn list {A}, b-affinity agents learn list {B}, and these agents play the following

strategies for h = a, b:

ga(h, {A}) = A ga(h, {B}) = N ga(h, {A, B}) = A

gb(h, {A}) = N gb(h, {B}) = B gb(h, {A, B}) = B.

We  must also state a belief system for heritage/list combinations that do not appear in equilibrium. Here the “bar” reminds
us that these are not equilibrium agents and the notation gh′

�′ (h, �) denotes the continuation game strategy of an h′-affinity
player with list �′ matched against an h-affinity player with list �. Thus, for h = a, b:

ga
B(h, {A}) = N ga

B(h, {B}) = B ga
B(h, {A, B}) = B

ga
AB(h, {A}) = A ga

AB(h, {B}) = N ga
AB(a, {A, B}) = A ga

AB(b, {A, B}) = N

gb
A(h, {A}) = A gb

A(h, {B}) = N gb
A(h, {A, B}) = A

gb
AB(h, {A}) = N gb

AB(h, {B}) = B gb
AB(a, {A, B}) = N gb

AB(b, {A, B}) = B.

We  begin by showing the definition of PPE is satisfied for a-natives. From the above, we  can calculate an a-native’s
expected equilibrium payoff as

EPOa(S) = Ha − 1
H − 1

(  ̨ + �) + Hb

H − 1

(
−z + EPOa(S)

)
= (  ̨ + �) − Hb

Ha − 1
z.

There are a variety of alternative strategies that an a-native might employ. In principle, showing that the strategy we suggest
produces the highest expected payoff starting from the pregame requires that we test them all. Fortunately, most of these
are obviously suboptimal, so we will begin by focusing on the one that is non-trivial and potentially optimal. Suppose that
an a-native considers an alternative strategy s′ in which he learns B as well as A, and plays B when encountering a b-native.
In this case, his expected payoff given the new strategy profile S′ is

EPOa(S′) = Ha − 1
H − 1

(  ̨ + �) + Hb

H − 1
˛

= Ha − 1
H − 1

(  ̨ + �) + H − Ha

H − 1
˛

= ˛Ha + �Ha −  ̨ − � + ˛H − ˛Ha

H − 1

= (H − 1)˛  + (Ha − 1)�
H − 1

.

For this to be a best response for the deviating a-native, it must be the case that
(H − 1)˛  + (Ha − 1)�
H − 1

≥ (  ̨ + �) − Hb

Ha − 1
z.

Clearly, for small enough z, this will not be true. Thus, the strategy s′ is not superior to s for this a-native.
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The other alternative strategies are:

. Learn only B and play this against all partners: clearly this is dominated by learning A and B and playing A if the agent
happens to be partnered with an a-native.

. Learn A or A and B but play only against b-natives: obviously, this is a dominated strategy.

. Learn anything but always pass: obviously dominated.

. Learn A and B but play only against a-natives: this has the same payoff as s and results in the same play.

We conclude that s maximizes the expected payoff a-natives when the delay cost is small and so condition (1) of the
efinition of PPE is satisfied.

Now we need to show that these strategies continue to be optimal in any equilibrium subgame. Suppose an a-native
eets an a-native. Clearly playing A maximizes the expected payoff. Suppose instead he meets a b-native. Since b-natives

o not play in this case, no stage game strategy can give anything more than −z plus the continuation payoff. It follows that
ot playing is expected payoff maximizing. Thus, condition (2) of the definition of PPE is satisfied.

Next, consider out of equilibrium encounters.

. If an a-native meets an a-native who only can play B, not playing is optimal for small z.

. If an a-native meets an a-native who can play both A and B, playing A is optimal.

. If an a-native meets a b-native who only can play A, playing A is optimal.

. If an a-native meets a b-native who can play both A and B, not playing is optimal for small z.

Thus, condition (3) of the definition of PPE is satisfied. Finally, the only time a-natives choose to not play is when they
ncounter a b-native who can only play B. We  show above this is optimal for small z. Thus, condition (4) of the definition of
PE is satisfied.

Obviously, since the strategies are symmetrically inverted for b-natives, the arguments above also show that the strategy
 with this belief system also satisfies the definition of PPE for b-natives as well.

It remains only to show that the strategies assigned to players not seen in equilibrium form a consistent belief system
that is, condition (3) of the definition of consistent beliefs if satisfied). Observe that the strategies, g, given for these players
all into two categories: (1) For agents who have not learned their native strategies (a-natives who only know B, for example)

 requires them to play the non-native strategy when matched with someone who also has that strategy in their list, but
ot against someone without that strategy in their list. They play in order to earn a payoff of ˛, and for sufficiently small z
aiting for the payoff of  ̨ is optimal. (2) For agents who know both strategies, g requires them to play their native strategies

gainst any equilibrium player who will also play this strategy and to not play otherwise. Again, for small z, this is expected
ayoff maximizing. We  conclude that this PPE is supported by a consistent belief system. �
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