Abstract—The paper introduces a non-intrusive method for void fraction measurement and identification of two-phase flow regimes, based on ultrasonic sensing. The underlying algorithm is built upon the recently reported theory of a statistical pattern recognition method called Symbolic Dynamic Filtering (SDF). The results of experimental validation, generated on a laboratory test apparatus, show a one-to-one correspondence between the flow measure derived from SDF and the void fraction measured by a conductivity probe. A sharp change in the slope of flow measure is found to be in agreement with a transition from fully bubbly flow to cap-bubbly flow.
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1. INTRODUCTION

In many two-phase flow systems, information on the void fraction plays a critical role in terms of system design and operation. For example, in nuclear reactors, knowledge of the void fraction is important since the plant dynamics may significantly change with increasing void fraction. In addition to affecting the heat transfer characteristics and coolant pressure drop of the reactor, it can influence the neutron flux distribution and destabilize the reactor power distribution.

Due to its importance in two-phase systems, different techniques have been developed to measure void fraction, including quick-closing valves, chemical absorption, side-tube method [1], image analysis [2], densitometry methods [3][4], impedance methods [5][6], conductivity probe methods [7][8], and ultrasonic methods [9][10]. Even though each method has its own advantages and disadvantages, in recent years, computed tomography (CT) methods for two phase flow measurements have gained in prominence, due to significant advancement in this field. Electron beam CT arrangements for reconstructing cross-sectional images of two phase flows have been studied by Bieberle, et. al. [11], while Schleicher et. al. [12] has introduced the design of an optical tomograph using 256 light emitters and 32 light receivers arranged about the object’s cross-section. While these methods are attractive because they enable recovery of the complete in-plane two phase flow structure, they have limited practical applicability because of issues of complicated and bulky instrumentation. Another method which does not need such a vast array of sensors is the electrical impedance method. Zhou et. al. [13] has developed a reconstruction technique that recovers instantaneous phase information of two phase flow based on electrical impedance signal from a 16 channel electrode array and correlating this signal with simultaneously captured image data. However, this state of the art technique in addition to being invasive, relies on prior signal calibration.

In contrast, ultrasonic methods offer an alternative option that has many benefits compared to other available methods. In addition to their non-intrusive nature, the measurement system can be portable, independent, and could be applied at many locations in a system. However, the current ultrasonic methods are limited by the fact that they also rely on prior signal attenuation calibration, or tomography techniques that require an array of sensors.

This paper presents initial results of theoretical and experimental research toward demonstration of the feasibility of a single ultrasonic sensor to measure void fraction in (two-phase) air-water flow that includes a transition from fully bubbly flow to cap-bubbly flow.

A data-driven statistical time series analysis technique called Symbolic Dynamic Filtering (SDF) [14] has been adopted in conjunction with Analytic Signal Space Partitioning (ASSP) [15] that is based on Hilbert transform preprocessing.

2. REVIEW OF UNDERLYING CONCEPTS

While the theories of analytic signal space partitioning (ASSP) and symbolic dynamic filtering (SDF) are reported in previous publications [14] [15], this section briefly presents their underlying principles for completeness of this paper.

A. Analytic Signal Space Partitioning (ASSP)

Analytic signal space partitioning (ASSP) of time series data, which is based on Hilbert transform preprocessing, is used for symbol sequence generation that is an essential ingredient of symbolic dynamic filtering (SDF). Hilbert transform [16] of a real-valued signal $x(t)$ is defined as

$$
\tilde{x}(t) = H[x](t) = \frac{1}{\pi} \int_{\mathbb{R}} \frac{x(\tau)}{t - \tau} \, d\tau
$$

(1)

That is, $\tilde{x}(t)$ is the convolution of $x(t)$ with $\frac{1}{\pi t}$ over the real field $\mathbb{R}$, which is represented in the Fourier domain as:

$$
\mathcal{F}[\tilde{x}](\xi) = -i \, \text{sgn}(\xi) \, \mathcal{F}[x](\xi)
$$

(2)

where $\text{sgn}(\xi) = \begin{cases} +1 & \text{if } \xi > 0 \\ -1 & \text{if } \xi < 0 \end{cases}$

The corresponding complex-valued analytic signal [16] is defined as:

$$
\mathcal{A}[x](t) = x(t) + i \, \tilde{x}(t)
$$

(3)

$$
\mathcal{A}[x](t) = a(t) \, \exp(i \, \varphi(t))
$$

(4)
where \( \alpha(t) \) and \( \varphi(t) \) are called the instantaneous amplitude and instantaneous phase of \( A[x](t) \), respectively.

The analytic signal generates a pseudo-phase plot by mapping the complex domain \( \mathbb{C} \) onto the two-dimensional real space \( \mathbb{R}^2 \), i.e., by assigning the real and imaginary parts of the analytic signal on \( x \) and \( y \) axes, respectively, in Cartesian coordinates, or the magnitude and angle of the analytic signal on \( r \) and \( \theta \) axes, respectively, in polar coordinates. In this setting, the time-dependent analytic signal in Eq. (3) is now represented as a (one-dimensional) trajectory in the two-dimensional pseudo-phase space.

**Remark 2.1:** It has been argued by Lee et al. [17] that a seven-dimensional phase space representing different sets of data, such as void fraction, pressure, liquid velocity, vapor velocity, liquid temperature, vapor temperature and the interfacial area concentration, needs to be constructed as a first step in the analysis of the two-phase dynamical system. The (two-dimensional) pseudo-phase space is an alternative to the multi-dimensional pseudo-phase space that is usually constructed by embedding [18] of available sensor data.

Let \( \Xi \) be a compact region in the pseudo-phase space, which encloses the trajectory. The objective here is to partition \( \Xi \) into finitely many mutually exclusive and exhaustive segments, where each segment is labeled with a symbol and the resulting set of (finitely many) symbols is called the alphabet \( \Sigma \). The segments are determined by magnitude and phase of the analytic signal and also from the density of data points in these segments. That is, if the magnitude and phase of a data point of the analytic signal lies within a segment or on its boundary, then that data point is labeled by the corresponding symbol. This process of symbol generation is called analytic signal space partitioning (ASSP) [15].

One possible way of partitioning \( \Xi \) is to divide the magnitude and phase of the time-dependent analytic signal in Eq. (3) into uniformly spaced segments between their minimum and maximum values. This is called uniform partitioning. An alternative method, known as maximum entropy partitioning [15], maximizes the entropy of the partition, which imposes a uniform probability distribution on the symbols. In this partitioning, parts of the state space with rich information are partitioned into finer segments than those with sparse information. The ASSP algorithm makes use of either one or both of these partitioning methods [15].

**B. Symbolic Dynamic Filtering (SDF)**

Given a representative symbol sequence derived from the real-valued time series, the concept of \( D \)-Markov Machine [14] has been adopted for the void fraction measurement system. The \( D \)-Markov machine has a state-space structure where the states of the machine are represented by blocks of symbols \( \sigma_i\sigma_{i+1}\sigma_{i+2}\ldots\sigma_{i+D−1} \) in the symbol sequence. Thus, with cardinality \( |\Sigma| \) of the alphabet and depth \( D \) of a symbol string of a state, the total maximum number of states in the \( D \)-Markov machine is given by \( |\Sigma|^D \). Thus, the state machine moves from one state to another upon occurrence of a symbol. All symbol sequences that have the same last \( D \) symbols represent the same state.

A change in the void fraction may cause deviation of the probability distribution of the states. A measure of this deviation, which is called the flow measure, is the distance between the state probability vectors at the nominal and off-nominal conditions. In this paper, the flow measure at the \( k \)-th epoch is defined as

\[
\mu_k = \arccos \left( \frac{<p_0,p_k>}{||p_0||_2 \cdot ||p_k||_2} \right)
\]

where \( <p_0,p_k> \) is the inner product of probability vectors \( p_0 \) and \( p_k \) at the nominal condition and the \( k \)-th epoch, respectively; and \( ||\bullet||_2 \) is the Euclidean norm of \( \bullet \).

**Fig. 1. Schematic diagram of the experimental apparatus**

**3. EXPERIMENTAL VALIDATION ON A TEST APPARATUS**

Figure 1 shows the schematic diagram of a test apparatus that has been custom-built to experimentally validate the proposed concept of void fraction measurement by ultrasonic sensing. The vertical test section of the test apparatus is made of clear acrylic pipe with 50 mm inner diameter and 6.5 mm wall thickness; the total height of the apparatus is approximately 1.5 m. Compressed air is injected into the pipe through a sparger (with 10 \( \mu m \) pores) that is located at the bottom, and the gas flow rate is measured by a gas rotameter. The gas flow rate, equivalent to the value under the atmospheric pressure condition, is calculated based on the back pressure measured by the local pressure gauge at the exit of the gas rotameter. The pressure regulator installed before the flow meter is used to control the gas flow rate.

**A. Conductivity Probe**

To calibrate the ultrasonic sensor, the local time-averaged void fraction is measured by a single-sensor conductivity probe [8], located at \( z/D \approx 20 \) above the bottom of the pipe. The radial position of the needle-probe is manually adjustable by a traversing mechanism at any cross-section of the vertical pipe. In the experiments reported in this paper, the profiles of time-averaged two-phase flow parameters are measured by performing measurements at different radial locations. The local void fractions are measured by traversing the probe in the radial direction, the first being at 2 \( mm \) and
the subsequent ones being at 4, 6, 8, 11, 14, 17, 20, and 25 mm away from the inner wall.

The sampling frequency of the needle probe measurements is chosen to be 6 kHz and the signal is recorded at each radial position for 60 sec. The void fraction is measured at up to 9 radial positions for each experiment with a net measurement time of 9 min for each flow condition. The conductivity probe measurement is based on the fundamental difference in the conductivity of water and air; each time a gas bubble passes through the tip of the conductivity probe, the impedance of the connected electrical circuit changes. This difference in the conductivity of water and air; each time a gas bubble passes through the tip of the conductivity probe, the impedance of the connected electrical circuit changes. This change is used to inject a pulsed sine wave ultrasonic wave into the conductivity probe. A Matec PR5000 sine wave pulser/receiver is used to generate the pulsed sine wave ultrasonic wave. An ultrasonic transducer (diameter Panametrics A415S) is placed above the bottom of the pipe. To ensure uniformity of measurements, direction of the ultrasonic wave travel is aligned with the radial movement of the void fraction.

The oscilloscope is triggered using the digital trigger pulse generated by the pulser/receiver. An ultrasonic transducer (diameter Panametrics A415S) is placed above the bottom of the pipe. To ensure uniformity of measurements, direction of the ultrasonic wave travel is aligned with the radial movement of the void fraction.

B. Ultrasonic Probe

In the test apparatus, the ultrasonic transducer is placed at a level of 0.86 m above the bottom of the pipe. To ensure uniformity of measurements, direction of the ultrasonic wave travel is aligned with the radial movement of the void fraction.

The oscilloscope is triggered using the digital trigger pulse generated by the pulser/receiver. An ultrasonic transducer (diameter Panametrics A415S) is placed above the bottom of the pipe. To ensure uniformity of measurements, direction of the ultrasonic wave travel is aligned with the radial movement of the void fraction.

### Table 1

<table>
<thead>
<tr>
<th>Run Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Super. Gas Velocity (cm/sec)</td>
<td>0.41</td>
<td>0.83</td>
<td>1.24</td>
<td>2.07</td>
<td>2.90</td>
<td>4.20</td>
<td>5.46</td>
<td>6.81</td>
<td>8.52</td>
<td>10.22</td>
<td></td>
</tr>
<tr>
<td>Void Fraction</td>
<td>2.76</td>
<td>4.90</td>
<td>7.87</td>
<td>12.26</td>
<td>14.47</td>
<td>16.61</td>
<td>17.74</td>
<td>20.23</td>
<td>22.73</td>
<td>24.14</td>
<td></td>
</tr>
</tbody>
</table>

![Fig. 2. Rows from top to bottom: 1) high-speed camera image of the flow process; 2) Ultrasonic signal; 3) Pattern (i.e., state probability) vector](image-url)
on an acrylic block of thickness $\sim 13.5 \text{ mm}$ that conforms to the outside diameter of the acrylic pipe; this makes a total thickness of $\sim 20 \text{ mm}$ when added to the pipe wall of $6.5 \text{ mm}$ thickness. The pulser/receiver is used in pulse-echo mode to produce a $3.5 \text{ MHz}$ pulsed sine wave of $4.96 \mu \text{s}$ duration at a repetition rate of $400$ pulses per second. Only a portion of the resulting signal is used for analysis. Specifically, the first $600$ samples correspond to the first echo returned upon reflection from the back wall on the inner surface of the pipe; this signal is measured with a delay of $\sim 82 \mu \text{s}$, which is the sum of $67 \mu \text{s}$ delay due to the wave traveling a distance of $100 \text{ mm}$ (i.e., twice the pipe’s internal diameter) at the speed of sound $c = 1500 \text{ m/s}$ in water, and $\sim 15 \mu \text{s}$ delay due to the wave traveling a distance $\sim 40 \text{ mm}$ (i.e., twice the total thickness of the traversed acrylic medium) at the speed of sound $c = 2730 \text{ m/s}$. While reflections of individual short pulses of ultrasonic waves contain information corresponding to a time-localized snap-shot of the flow, data set compiled using a large number of such pulses can be used to extract the statistical information. In these experiments a data set of more than $1600$ ultrasonic pulses, corresponding to $\approx 4$ seconds, was used for each flow condition.

The flow rate is manually incremented from the nominal quiescent zero-air-flow condition to the full-flow condition of $\sim 200 \text{ cc/sec}$ in $10$ steps. At each flow condition ultrasonic data from the Panametrics ultrasonic transducer are recorded, and at the same time, the readings from the conductivity probe are measured at $9$ individual spatial locations along the radial direction. Table I shows the superficial gas velocity in $\text{cm/sec}$ and the estimated void fraction data for each flow condition.

4. RESULTS AND DISCUSSION

Figure 2 exhibits the evolution of the two-phase air-water flow process and the results of analysis at four different epochs. The top row in Fig. 2 shows four images of the flow field captured by a high speed camera at different void fractions. Time-series of the ultrasonic data at the same four flow conditions are displayed in the middle row. For ASSP of the time series data described in Section 2, maximum entropy partitioning is employed in the radial direction with $|\Sigma_R| = 2$, while using uniform partitioning in the angular direction with $|\Sigma_A| = 4$. Thus, the alphabet size $|\Sigma| \triangleq |\Sigma_R| \times |\Sigma_A| = 8$ and a depth of $D = 1$ have been selected. The selection of $|\Sigma|$ and $D$ is made as a trade-off between capability of void-fraction detection and robustness to measurement noise. The pattern vector obtained by constructing the $D$-Markov machine is a representation of the dynamical system that characterizes the two-phase flow process in general. The state probability vectors are shown as histograms at the bottom row in Fig. 2. This visualization displays how the structure of the underlying probability distribution changes as the (spatially averaged) void fraction $\alpha$ evolves in the two-phase flow process.

The angle measure in Eq. (5) has been used to quantify the departure of the flow pattern from its nominal operating condition, selected as no air flow (i.e., $\alpha = 0$), for the present analysis. The information on gradual evolution of the flow characteristics is assimilated in the form of a profile of normalized flow measure $\mu$ versus the (spatially averaged) void fraction $\alpha$, as seen in in Fig. 3. The most notable feature of the plot in Fig. 3 is its smooth monotonicity that ensures a one-to-one mapping of the flow condition to the flow measure $\mu$. It is also noted that the flow measure plot shows a well-defined change in the slope and curvature at a void fraction $\alpha \approx 0.1447$, which signifies a transition from one flow regime to another. Apparently, the images from the high speed camera show a transition from fully bubbly flow to cap-bubbly flow in the vicinity of $\alpha \approx 0.1447$.

5. SUMMARY, CONCLUSIONS, AND FUTURE WORK

This paper presents an application of the recently reported theories of symbolic dynamic filtering $\text{SDF}$ [14] and analytic signal space partitioning (ASSP) [15] for void fraction measurement and identification of two-phase flow regimes. The experimental results, obtained on a laboratory-scale test apparatus, suggest that there exists a one-to-one correspondence between the flow measure derived from symbolic dynamic filtering and the void fraction measured by spatial averaging of local measurements of a conductivity probe. A sharp change in the slope of flow measure has been found to be in agreement with a transition from fully bubbly flow to cap-bubbly flow. Based on the analysis of these experimental results, it is reasonable to conclude that the proposed measurement technique has the potential of emerging into a useful non-intrusive tool for measurement of void fraction and identification of flow regimes in two-phase flow processes. However, further theoretical, computational, and experimental research is necessary before the proposed two-phase flow monitoring technique can be considered for industrial applications (e.g., nuclear power reactor plants, petroleum industry, and micro-gravity flow systems). Specifically, the following issues have been identified, which are of significant interest in field applications and demand future research initiatives.

One of the major areas of interest is to establish versatility of the proposed technique in different applications. The flow characteristics are dependent on but are not limited to void fractions in the flow process, the pipe diameter and geometry, the temperature of the fluid, and the fluid velocity. The geometry and material of the pipe also affect the strength of ultrasonic signals and their characteristics. The proposed method of void fraction measurement and detection of flow...
regime changes is a step toward building a robust, and material and geometry independent flow recognition method by taking advantage of non-intrusive single sensor measurements. It is noted that this independence is implicitly built into the algorithm, since the pattern (i.e., the state probability vector) at any flow condition through a pipe of a certain geometry and material is compared with the nominal signal for the same pipe, rather than being an absolute measurement. This property of the proposed method makes the observed deviations isolated from these extraneous factors, and hence are more directly related to the change in the flow characteristics alone. However, this postulation needs to be justified by experimental evidence. Validation of this deviation monitoring algorithm, and investigation on its possible insensitivity to pipe geometry and pipe wall material have been planned. To achieve this goal, a more advanced test apparatus, consisting of different channel geometries and flow orientations, is being developed.

REFERENCES